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ROLE OF SENTIMENT ANALYSIS USING 
DEEP LEARNING 

 ABSTRACT 

 Sentiment Analysis is a recent topic in the area of Natural Language 

Processing. Sentiment Analysis analyses the problem of forums, discussions, likes, 

comments, reviews uploaded on micro blogging platforms regarding about the views that 

they have an idea about a person, product, or event. This paper identifies the role of 

sentiment analysis with deep learning to classify the polarity of given information or the 

expressed view is positive, negative or neutral. Deep Learning is the up-to-date term in the 

area of machine learning. Machine Learning is a process to construct intelligent systems. 

Deep Learning is a method to utilize machine learning. The main goal of this paper is to find 

out the recent updates that relate to text classification of sentiment analysis. Sentiment 

Analysis is implemented in different approaches of deep level representation and also to 

find out the approach that generate output with high accurate results. 

Keywords: Deep Learning, Machine Learning, Natural Language Processing, Sentiment 

Analysis. 

I. INTRODUCTION 

 Sentiment Analysis is an increasingly emerging field whose objective is to classify 

sentiments and opinions expressed in text, image, video and audio generated by human. 

The amount of data that has been used on regular basis is the text data seems to be 

commonly used with other datum like audio, video and image. By utilizing deep learning 

techniques we can understand the sentiment better than traditional methods. Deep learning 

algorithms allow us to understand statement structure and semantics. Deep learning 

networks provide training in both supervised and unsupervised manners. It provides 

automated feature extraction and avoid involving human involvement therefore it can 

minimize time. 

 Sentiment analysis is the study of individuals' sentiments, mentalities and feelings. 

The most essential purpose in sentiment analysis is classifying the polarity of a text 

positive, negative or neutral. This purpose can be described as classifying the text into two 

classes i.e objective or subjective. This problem can be more challenging when classifying 

the polarity. When the text has an objective content, the text depicts regular statements 
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without expressing any emotions. Subjective text has generally expressed by a human 

having regular moods or feelings. The subjective depend on content and an objective may 

contain subjective sentences. 

 Text mining is the technique by examining large collections of written resources to 

generate new information and to transform the unstructured text into structured text for use 

in analysis. The accuracy of sentiment analysis is in how well it has the same opinion with 

human judgement. This is typically measured with the aid of various measures based on 

precision and recall of positive and negative texts. 

 Machine learning (ML) is a study of artificial intelligence uses mathematical 

techniques that allow computers to "learn" from data, without any detailed program. 

Machine learning explores the construction of algorithms that can learn and make 

estimations on data through constructing a prototype from sample inputs. Machine learning 

is used in a variety of tasks where programming algorithms with high performance was 

difficult. Machine learning is closely connected to computational statistics, which focus on 

predictions through computers.  

 Deep Learning machines usually work better than traditional ML tools because they t

oo learn the feature extraction. Deep Learning performs better than other techniques if 

the size of the data is large. Deep Learning techniques require to have high end 

infrastructure to train in a period of time. When there is not enough knowledge of 

understanding the domain for feature observation, deep Learning techniques works better 

and we can have less worry about feature engineering. Deep Learning out perform 

for complex problems such as natural language processing, image classification and speech 

recognition. Deep learning methods has multi layer processing with less time and better 

accuracy performance. Sub sampling layers give better output, by using CNN and auto-

encoders. With the increase number of auto encoders, the accuracy and the clarity 

increase. Similarly increase number of sub sampling too gives the better result. 

II. OVERVIEW OF DEEP LEARNING 

 Neural network is impacted by human brain and has various neurons that make a 

magnificent network. Deep learning is capable of providing training to supervised and 

unsupervised methods. Deep learning has various networks such as Convolutional Neural 

Networks, Recurrent Neural Networks like Long Short Term Memory, Gated Recurrent Unit, 

Bidirectional Long Short Term Memory and many more. Neural networks are very 

advantageous in generating text, representation of word, sentence classification and 

modeling Sentence. 
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III. CONVOLUTIONAL NEURAL NETWORK 

 Convolutional neural network (CNN) is a neural network, comprising of convolution 

layers, pooling layers and fully-connected layers. Convolution layers and pooling layers are 

associated and then again the output of the layer is the next layer input. Convolution layer is 

an extraction layer, which extract the features through filters and create feature map which 

is calculated by convolution function, then output to pooling layer. Pooling layer is a 

mapping layer, which samples the features produced by the convolution layer and the local 

features. After a few convolution and pooling layers, there may be at least one fully-

connected layers perform better.  

 By combining the pre-trained word feature generated using Global Vector (GloVe) 

polarity features and input, the feature sets into a deep CNN [1]. It avoids error and 

improves classification performance. CNN efficiently get the sentiment information in the 

sentence, retain the order of the word and reduce the problem of data sparseness. [11,13] 

IV. LONG SHORT TERM MEMORY 
 Long Short Term Memory is a unit of Recurrent Neural Network. Recurrent Neural 

Network’s and Feed-Forward Neural Networks are both named as the method they pass the  

information. In a Feed-Forward neural network, the information moves straight from the input 

layer, through hidden layers and to the output layer in only one direction. It also have no 

memory of input they received previously and so they are bad in assuming what’s comes 

next. But in a RNN it takes the information of the current input and also the inputs it learned 

received previously. RNN has only a short-term memory. When with used with a LSTM they 

have a long-term memory. 

 LSTM has additional “forget” gates over the simple RNN. Its unique feature enables 

to overwhelm both the exploding and vanishing gradient problem.  

 

 The LSTM network takes three inputs. Xt is 

the input, ht denotes the hidden state, ct denotes 

the cell state, ht-1 denotes the output from the preceding LSTM unit and Ct-1 is the “memory” 

of the preceding unit, which is the most important input, f is the forget gate, g is the memory 

cell, i is the input gate and o is the output gate. 

 Deep learning-based recurrent neural networks (RNNs) is to classify short messages 

whether it is secure and non-insecure [2,10,12]. The Short messages are preprocessed, 
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features are extracted through word2vec and the short messages are classified via RNN by 

achieving the accuracy of 92.7% which is better than SVM. 

 Sentiment classification based on Recurrent neural network (RNN)[3] choose the 

method of constructing a vector for each word in a sentence, then with RNN they train 

sentence vectors of different length, so that the sentence contain both word sequence and 

semantic features. Finally they used softmax regression classifier to predict sentiment 

orientation for each sentence. A basic LSTM model does not capture target information. So 

target dependent LSTM has significant big improvement over LSTM when target 

information is taken. By including target connection LSTM we obtain best performance in 

term of classifying accuracy. [4] 

 In traditional neural network, inputs are independent with each other. In Natural 

Language Processing it is important to know previous word to predict the next word in a 

sentence. In this work [5,11,13] input are taken as word embeddings and send to a 

convolutional Neural Network to bring out the high level features. The extracted output is 

given to a LSTM Recurrent Neural Network model and followed by a Classifier layer.  

V. GATED RECURRENT UNIT 
There are a number of differences in LSTM that are utilized today. One such 

variation of the LSTM is the Gated Recurrent Unit (GRU). It combines the input and forget 

gates into a “update gate”. Thus, it reveals the hidden information without any control.  

The working of GRU is as follows: 

 

 Where x is the input for step t, z is the update gate which is the combination of new 

memory and previous memory, r is the reset gate which determines the proportion of new 

word and previous information in generating new memory and h is the new memory 

generated at step t. 𝜎𝑔 and 𝜎ℎ is the activation functions. 

 The CNN and RNN architecture in which the coarse-grained features produced by 

CNN and long-distance dependencies acquired via RNN for sentiment analysis of short 

texts. Then we apply LSTM and Gated Recurrent Unit for getting good results. [6,10] 
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  Comprehensive Attention Recurrent Neural Networks was developed to store 

previous, next and local contexts of any position in a sequence [7]. To access the past and 

future information bidirectional recurrent neural networks is used, where a convolution layer 

utilized to capture local information. To further improve the effectiveness long short-term 

memory and gated recurrent unit were used. Another important feature of this model is that 

without any intervention of human it can be trained end-to-end. So the implementation was 

very easy. 

 The work [8] modeled sentence representation with convolution neural network or 

long short-term memory. Then the meaning of sentences and their relations are encoded in 

a document with gated recurrent neural network. Gated recurrent neural network 

outperformed recurrent neural network in modeling the document for sentiment 

classification.  

VI. BIDIRECTIONAL LSTM – CONDITIONAL RANDOM FIELD     

 The LSTM used in the Bidirectional LSTM has two gates (an input gate it, an output 

gate ot) and a cell activation vectors ct. Bidirectional LSTM uses two LSTMs to learn each 

token of the sequence based on both the past and the future context of the token. The 

working of Bidirectional-LSTM is as follows: 
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use past context of the token, conditional random field (CRF) define the conditional 

probability of a set of output values. DCNN is used for classification of sentiment. 

VII. CONCLUSION 
 In this paper, we present the survey of existing techniques for textual sentiment 

analysis with deep learning approaches. The deep learning techniques like Convolution 

Neural Network, Long Short Term Memory, Gated Recurrent Unit and Bidirectional Long 

Short Term Memory with Conditional Random Field have been expressed to classify 

polarity and have attained great success in sentiment analysis. Convolution neural network 

once trained their predictions was very fast and works best for more data points. By using 

Long Short Term Memory on top on Convolution network we can effectively reduce the 

number of Convolution layers to capture long term dependencies. In Gated Recurrent Unit 

training was faster than Long Short Term Memory and have performance high with less 

complexity. It is an efficient recurrent neural network than Long Short Term Memory. 

Bidirectional Long Short Term Memory with Conditional Random Field gives better 

performance compared to Long Short Term Memory because they can learn each token of 

the sequence based on both the past and the future context of the token, while Long Short 

Term Memory only use the past context of the token. Finally the performance of the deep 

learning techniques especially Bidirectional Long Short Term Memory with Conditional 

Random Field is impressive. Hence, the researchers can use deep learning techniques in 

the future to classify the polarity of text sentiment with high speed and accuracy.  
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